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Abstract 
As part of a program to develop a computational 

methodology to obtain liigh-fidelity rocket engine flow 
solutions, computations were performed on a single- 
element, gas/gas, H2/O2 combustion engine. The 
solutions are compared with previously reported 
solutions to this problem, showing tliat the problem can 
be solved on a finer grid with a second-order accurate 
scheme, thus providing another level of detail to the 
flow physics. Additional time-accurate solutions are 
also presented. Comparisons among a "quasi-steady" 
solution, averaged time-accurate solution, and 
experimental data are made and shown that for 
inlierently unsteady flows, a time-accurate solution 
does as well as or better than a steady solution. 

Introduction 
A computational and experimental program of 

research in gas/gas injection has been initiated in 
support of staged combustion cycle engines such as tlie 
H2/O2 Integrated Powerhead Demo or a staged 
combustion hydrocarbon boost engine. The overall 
objective of tliis research is to develop a design 
metliodology for gas/gas injectors. By taking the 
approach of using experimental measurements to 
anchor state-of-the-art flow codes, we gain confidence 
in their predictive capabilities.  Tliis in turn leads to a 

more efficient design process which results in 
significant savings in fiill-scale development time and 
costs. 

This paper focuses on a computational 
methodology to efficiently, accurately, and robustly 
obtain liigh-fidelity solutions of combusting rocket 
engine flows to gain a knowledge and understanding of 
their features. To tliat end, simulations of a 
combusting, single-element, shear-coaxial, H2/O2 
engine were performed to characterize its flow^eld and 
to validate the CFD++ flow solver for tliis class of 
problems. Both steady and transient solutions are 
examined as well as their sensitivity to different 
tiu-bulence models. Experimental data are shown for 
comparison to help detennine the accuracy of tlie code. 

This class of problems has been previously 
investigated both experimentally''^ and 
computationally.^'^'' The experiments produced data on 
hydrogen and oxygen mole fractions, mean and RMS 
velocities, and OH-radical concentration. Tliis problem 
has since been used as a benchmark for assessing CFD 
capabilities for designing gas/gas injectors vsdtliin a 
rocket combustor enviromnent. Difl'erent numerical 
methods have been employed including a second-order 
explicit scheme," a first-order, unpUcit, upwind 
differencing scheme,^''' and a tliird-order, implicit, 
upwind differencing scheme.'' With each of tliese 
schemes, however, the grid was ratlier coarse.  Tliough 
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tlieir solutions compared well with experimental data, 
tlie autliors reported that for these conditions the rate of 
solution convergence as well as tlie ability to reach a 
well-converged solution were an issue. 

In tlie present study, tlie authors used a grid witli 
approximately tliree times tlie number of grid cells, 
resolving the domain in the vicinity of tlie injectors. 
This approach lias revealed stnicture near the injector 
not previously reported. Because the flow is inlierently 
unsteady, time-accurate calculations have been 
performed that provide a level of detail that gets 
washed out in tlie steady calculations. These results, 
along with comparisons with the experimental data will 
be discussed. 

Computational Model 
Calculations were performed using the CFD++ 

flow solver from Metacomp Teclmologies, Inc.^'* The 
code has the capability to solve the Reynolds-Averaged 
Navier-Stokes (RANS) equations, tlie Large Eddy 
Simulation (LES) equations, or a RANS/LES hybrid set 
of equations on 3-D stnictiu-ed and imstructiu-ed grids. 
It is a compressible/incompressible flow code with 
liigh- and low-speed capability and has both finite-rate 
and equilibrium chemistry options. Low-speed flows 
are solved using a preconditioning algorithm. Explicit 
(Runge-Kutta) and implicit scheme are available for 
both steady and unsteady flows. 

For the present problem, hydrogen gas flows 
tlirough an amiulus surrounding a central core of 
gaseous oxygen. The gases enter the combustion 
chamber where they mix in a shear layer and react. The 
experimental hardware has a converging section at the 
end of the chamber wliich tenninates at the tliroat 
where tlie gas is expelled to the atmosphere. In the 
computational setup, however, this section has been 
omitted for reasons which will be discussed later. 

Oxygen was injected into tlie chamber at a mass 
flow rate of 0.042 kg/s (0.01 Ibm/sec) with an 0/F ratio 
of 4. Tlie chamber pressurewas specified at 1.29 MPa 
and tlie inlet temperatiu'e at 297K. Tlie injectors are 
modeled far enough upstream so that a fill ly-devel oped 
turbulent profile has formed by the time the gas enters 
tlie chamber. Standard non-reflecting, subsonic 
boundary conditions were imposed at the outflow 
boundary, as well as no-slip conditions at solid surfaces 
and a symmetry condition on tlie centerline. All the 
calculations are done by assuming the flow to be 
axisymmetric, neglecting tlie effects of a nitrogen purge 
used in tlie experiment to cool the optical access. 

Computations were run at the ASC Major Shared 
Resource Center on 16 processors of an SGI Origins 
2000 computer. CFD++ was set up to run the two- 
dimensional, axisymmetric, compressible, real gas 
equations. They were discretized with a second-order, 
upwind scheme on a grid consisting of 53740 grid cells. 

The grid was stretched to resolve tlie region near tlie 
injectors and to provide an adequate number of grid 
cells witliin tlie boundary layer inside tlie injectors. The 
steady calculations used a second-order accurate, 
preconditioned, implicit scheme with upwind 
differencing wliile tlie time-accurate calculations 
utilized an implicit, second-order dual time stepping 
algoritlun. Submodels included a realizable k-e 
turbulence model' and tlie Anderson 9-species, 19- 
reaction chemistry mechanism^ solved witii a finite-rate 
kinetics scheme and constant-pressure combustion 
model. 

Computational Issues 
Because of the unsteady nature of tlie problem, 

several unexpected computational issues arose. Tlie 
first of these was how to get tlie propellants to ignite 
and continue to combust. Initial attempts focused on 
obtaining a cold-flow solution, followed by heating to 
2500-3 500K the short length of wall on Uie injector 
face that separates tlie oxygen tube from the hydrogen 
amiulus. However, Uiis failed to ignite tlie flow 
because die injection velocities were too high to allow 
sufficient heat transfer to the gases in the mixed region 
to cause ignition. 

As an alternative approach, a heat source set to a 
temperature of 2500K was applied in a box inside tlie 
computational domain. Tliis box was located so as to 
correspond to the location of the propane igniter in tlie 
experimental hardware and its size was approximated to 
the size of the actual igniter flame. Wliile tliis approach 
did initiate combustion, it significantly increased tlie 
time to convergence due to Uie increased duration of tlie 
start-up transient. Because the igniter was located a 
few inches downstream of tlie injectors, once ignited, 
the flame would propagate upstream along the outer 
boundary. Tliis set up a situation from which it was 
difficult to obtain a steady solution because hot 
combustion products remained in die region above tlie 
injectors, upstream in the chamber, and would only 
slowly flush out. 

To eliminate tliis problem, tlie downstream heat 
source was removed and a smaller heat source was 
placed immediately downstream of tlie injectors and 
extended approximately 0.5 inches into tlie chamber. 
As in the previous approach, tlie temperature in tliis 
region was set to 2500K. As tlie cold propellants 
passed tlirough tliis region, tliey were sufficiently 
heated to ignite. Tliis approach resolved the issues of a 
backwards propagating flame and of having combustion 
products located near the upstream outer siuface. After 
several computational runs, it was detennined tliat tlie 
solution could be reached without obtaining a prior 
cold-flow solution and by reducing tlie heat source 
temperature to 1500K. 
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Anotlier issue tliat arose was attacliing tlie flame to 
tlie injector lip and keeping it stable. Initial attempts at 
a solution showed that the numeric algorithm would 
cause the flame to Uft approximately an inch from tlie 
injector tip. Experimental data and previously reported 
calculations showed tliat the flame does attach to tlie lip 
under tliese flow conditions. Grid resolution in tlie 
injector region was increased in an attempt to get the 
flame to attach to tlie lip; however, tliis exacerbated the 
problem witli tlie lifting of the flame. The flame sheet 
would start to fluctuate, become unstable, and 
ultimately the flame would extinguish. 

Tlie solution to this problem proved to be the 
solution to a tliird issue that wasn't entirely unexpected. 
As discussed in reference 4, the rate of convergence for 
this problem was slow, requiring a large niunber of 
iterations to reach a solution. In the present 
calculations, two factors contributed to the slow 
convergence. Tlie first, already discussed, arose from 
igniting a cold-flow solution by way of a heat source far 
downstream of tlie injectors. Tliis increased the 
duration of the start-up transient as the flame 
propagated upstream. The second contributing factor 
was a result of using a structured grid. Though the final 
solutions do not account for the converging section of 
the nozzle present in tlie experiment, initial calculations 
did include tliis region. As the grid was stretched 
downstream into tlie nozzle section, it became 
excessively fine, causing the solution to advance too 
slowly. Internal zonal boundaries that would have 
allowed for a coarser grid within the nozzle were not a 
feasible solution.' 

By removing the converging nozzle section, the 
rate of convergence in the rest of the chamber (where 
the solution was of more interest) was increased. 
FurUier, tlie stability issues associated with the flame 
sheet and having it attach to tlie injector lip improved. 
Tlie reason for tlie improvement is that some 
preconditioning algoritluns have difficulty handling 
low-speed to high-speed flows in the same calculation. 
In tliis problem when tlie nozzle was present, upstream 
flow velocities were near zero, especially in the region 
away from the injectors, and would accelerate to near 
sonic velocities inside the nozzle. 

To further improve the flame stabilit}', the 
algoritlun was modified to allow the pressure, 
temperature, and species to equilibrate properly at each 
iteration. By using an underrelaxation tecluiique, the 
velocity and pressure were able to adjust smoothly to a 
slower evolving temperature. This treatment, along 
witli removing the nozzle section, stabilized tlie flame 
sheet and anchored the flame to the injector lip. 

Tlie code has since been modified .so that internal boundary 
conditions can be applied, eliminating the problem of having an 
excessively fine grid in the converging section of a combu.stion 
chamber. 

Results 
The first set of calculations were designed to obtain 

a solution to tlie steady RANS equations. Tlie CFL 
number ranged from 1 to 50 during tlie 6000 iterations 
run, by which time the solution residual had fallen to 
approximately 0.01. Though an additional 6000 
iterations were performed, the connputation did not 
reduce the residual any furtlier, but only fluctuated 
about 0.01. The reason the residual could not be driven 
lower is because the problem itself is physically 
unsteady. The strong velocity gradient between tlie 
injected gases causes tlie turbulent shear layer to 
fluctuate. Experimental measurements also suggest a 
liighly unsteady flow.' The liigh residual values 
indicate tliat tliere is no true steady solution to tliis 
problem, though it is possible to obtain what one might 
call a "quasi-steady" solution. Tliis "quasi-steady" 
solution would be the best solution obtainable from tlie 
steady RANS equations, and tliough it should not be 
viewed as a quantitative solution, it can be used to 
discern generalities. 

Because previous calculations of this problem were 
conducted to provide a steady solution, it is prudent at 
this point to compare the performance of CFD++ with 
the perfonnance of other codes. Penn State 
University's flow solver' solved tliis problem on a grid 
the size of 151 x 101 cells, about 30% of tlie nmnber of 
cells used with the CFD-H- code. Tlie coarser mesh and 
a first-order scheme allowed fluctuations to be damped 
out so that a steady solution could be obtained in 
approximately 10000 iterations. Tlie numerical scheme 
used in this code was similar to that used in CFD+H- in 
tliat it is a preconditioned, coupled, implicit, time- 
marching algorithm. The code used at DLR, AS3D,^ 
used a second-order, explicit, finite volume approach. 
Because of tlie explicit nature of tlie scheme, each 
iteration was completed in less time tlian a single 
iteration in the present implicit scheme; however, due 
to numerical stability concerns, a low CFL nmnber liad 
to be utilized and more tlian 100,000 time steps were 
required. Finally, the FDNS code'" from NASA 
Marshall used a pressure-based algoritlun. For tliis 
problem, a Uiird-order upwind scheme was employed 
along witli an implicit Euler marcliing approach. Wliile 
the investigators who used FDNS reported reasonable 
convergence rates for tliis problem, diey believed tliat 
multi-element injectors would cause additional 
difficulties. All tlu-ee codes gave comparable results for 
the "quasi-steady" problem which reasonably match 
experimental data.'' Additional studies by all groups 
would be interesting and useful in providing additional 
comparisons of the various computational models. 

To gamer a more accurate understanding of tlie 
flow, a second set of calculations were perfonned to 
obtain time-accurate solutions. Since tlie engine start- 
up transients were not of interest, tlie starting point for 
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tlie unsteady calculations was tlie "quasi-steady" 
solution obtained in tlie first calculation. The solution 
was advanced in time increments of one microsecond 
with a total of 24000 time steps performed beyond tlie 
"quasi-steady" results. After approximately 6000 steps, 
the first grapliically noticeable distiu-bances produced in 
this calculation liad exited tlie computational domain 
and after 12000 steps, tlie influence of the initial 
condition was completely eliminated. 

Figure 1 shows contours of OH concentrations 
which give an indication as to tlie location of tlie flame. 
Figure la depicts an instantaneous snapshot of the flow 
after 2.0 ms. Results of the last 6000 time steps^ of the 
unsteady calculations were averaged and are shown in 
Figure lb. In Figure Ic, the "quasi-steady" solution is 
shown. Because it is assumed in tlie steady RANS 
model that tlie flow is steady, solutions of tliese 
equations cannot capture the flapping of the flame that 
is evident in Figure la. This leads to an erroneous 
steady solution as can be seen by comparing Figure lb 
with Figiu-e Ic. The time-averaged flame is actually 
thicker than one is led to believe by the "quasi-steady" 
results and the gradient in the OH concentration not as 
steep. 

Figure 2 presents a close-up of the injector lip, 
showing details of the flame attachment for the 
averaged time-accurate results. Though not shown, tlie 
"quasi-steady" results show similar patterns. In Figure 
2a, OH concentrations show that the flame is not 
symmetrically attached on the lip, but rather makes 
contact with tlie entire lip and streams off closer to the 
hydrogen     edge. A     counterclockwise-rotating 
recirculation zone is evident in Figure 2b which 
stabilizes the flame to the lip. Tlie finer grid (compared 
witli previously reported calculations) allowed the flow 
solver to capture tliese details. 

Tlie hydrogen mole fraction is plotted in Figure 3. 
Tlie results are compared with experimental data at 1 
in., 2 in., and 5 in. downstream of the injector. The 
hydrogen exits tlie injector and mixes with the oxygen 
in a narrow shear layer at r/Ro = 1.2 to 1.4. The 
hydrogen difiiises out towards the wall, but not into the 
oxygen core. At 1 in., the averaged time-accurate 
results do about as well as the "quasi-steady" results 
when compared with experiment. At 2 in., the time- 
accurate results do a slightly better job at predicting the 
slope of tlie gradient tlu-ough the shear layer at r/Ro = 
1.3, though neitlier results capture the actual gradient in 
tlie vicinity of tlie centerline. Tliis may be an effect 
caused by tlie spatial averaging done by the Raman 
spectroscopy technique used to experimentally measure 

^ Averages of the last 12000 iterations were also performed, to ensure 
that frequency of major flow structures was high enougli to provide 
an accurate time-averaged solution within 6000 iterations. Because 
tlie two averages were essentially identical, it was determined that 
using only the last 6000 iterations was sufficient. 

tliese profiles where the spatial averaging was done 
over tlie size of tlie probe volume. Averaging tlie 
computational data over a similar volume would 
determine if tliis were indeed tlie cause. 

Another featiu-e of the data at the most-upstream 
location is that the mole fraction of tlie data 
significantly decreases at die outer edges of the shear 
layer. Tliis has been previously reported as likely being 
caused by the nitrogen curtain used in tlie experiment to 
cool the optical windows. The nitrogen would mix witli 
tlie hydrogen and naturally reduce the hydrogen mole 
fraction. This nitrogen curtain was not accounted for in 
tlie computations. 

At tlie tliird axial station at ;c = 5 in., tlie "quasi- 
steady" results do a better job of predicting the 
hydrogen mole fraction profile at tlie outer edges of the 
shear layer {r/Ro = 2); however, tlie profile is again 
square near the centerline. The time-accurate results 
predict a much tliicker profile at tliis station, tliough do 
better to predict the slope of tlie profile in tlie vicinity 
of the centerline. There are a number of possibilities 
for the discrepancies between the data and the 
calculation including the absence of tlie nozzle, 
coarsening of tlie downstream grid, and an improper 
value for the turbulent Schmidt nmiiber (currently set to 
0.9). Characteristics of the computational results may 
be different if any of these factors were changed. Tliis 
will be investigated in future work. 

Figure 4 shows profiles of oxygen mole fraction. 
Again, the averaged time-accurate results do about as 
well as the "quasi-steady" results when compared witli 
the experimental data. As with the hydrogen profiles, 
both sets of computations overpredict tlie species 
gradient near the centerline of tlie chamber at tlie first 
two stations, but otherwise match tlie profile. At x = 5 
in., the computational results again do not as accurately 
predict the flow phenomena and is likely attributable to 
one of the factors previously mentioned. 

The mean axial velocity is plotted in Figure 5. 
Here,, it can be seen tliat tlie hydrogen gas exits tlie 
injector with a greater velocity than tlie oxygen, 
creating the shear layer in the vicinity of r/Ro = 1.3. 
The hydrogen rapidly decelerates from a peak of 
approximately 120 m/s at one inch downstream of tlie 
injectors to approximately 60 m/s after five inches. It 
appears that the unsteady results better agree with the 
experimental data than do the "quasi-steady" results. 
At tlie first two axial stations tlie "quasi-steady" results 
significantly over-predict tlie peak velocities of the 
hydrogen stream by more tlian 20%. Both calculations 
accurately predict the velocity peak of tlie oxygen 
stream. Downstream, at x = 5 in., tlie time-accurate 
calculation does not match tlie experimental data. In 
fact, there still exist signs of the shear layer as 
evidenced by the dip in the velocity at the centerline. 
No similar dip is apparent in the data. 

American Institute of Aeronautics and Astronautics 



In Figure 6 it appears tliat the "quasi-steady" 
results predict the RMS axial velocity slightly better 
tlian tlie time-accurate results at tlie velocity peaks, 
tliough the time-accurate results are qualitatively 
correct. The data and the computations show tliat tlie 
gases exit the injectors with a high turbulence intensity 
and that intensity is significantly attenuated by the time 
the flow reaches tlie tliird axial station. Both 
calculations under-predict tlie RMS velocity witliin the 
oxygen core at the first two axial stations. The 
discrepancies may have to do with an inadequate 
turbulence model. In these calculations, a standard 
k-s model was used, though perhaps a cubic ^-£• or 
other turbulence model will do a better job. At the last 
axial station, both calculations seem to well predict tlie 
data; however, given the inaccurate predictions of other 
quantities at tliis station, the good agreement in the 
RMS velocity should be attributed to coincidence more 
than anytliing else. 

Lastly, profiles of temperature are plotted in Figiu-e 
7. Though no experimental data is available for 
comparison, tlie plots demonstrate how the "quasi- 
steady" results predict a thimier flame because the 
solution to the steady RANS equations cannot resolve 
the flapping of tlie flame. The temperature peaks at 
approximately 3400K where the reaction occurs within 
tlie shear layer (c.f Figure 1). The lower temperatures 
at tlie center of tlie oxygen core and the hydrogen 
aimiilus represent the cooler inlet temperatures. Far 
from the injectors where tlie temperature is between 
550K at X = 1 in. to nearly lOOOK at x = 5 in., one can 
see the effects of heat transfer from tlie flame and from 
tlie hot coiTibustion gases. Figure 8 shows that a 
significant amount of water exists near tlie walls, at 
least partially accounting for the higher temperatures in 
this region. 

Summary and Conclusions 
Calculations were performed on a single-element, 

gas/gas, H2/O2 combustion engine as part of a program 
to develop a computational metliodology to be used to 
predict rocket engine flow fields. Tliis problem was 
chosen to validate tlie ability of tlie CFD++ flow code 
to solve tliis class of problems. The code was shown to 
be able to reasonably predict tlie cliaracteristics of shear 
mixing layer on a fine grid, capturing details that a 
coarser grid could not. Additionally, it was shown that 
tlie code was able to produce a "quasi-steady" solution 
with a second-order accurate preconditioned numerical 
scheme in less time than previously reported 
computations. This is important in that tuni-around 
times for computations, and tlius for the overall design 
and analysis time, can be reduced. 

Tlie results also showed that for this iiilierently 
unsteady problem, solutions obtained by way of solving 
tlie    steady    flow     equations     give     (sometimes 

significantly) different results than an averaged time- 
accurate solution. In tlie results presented here, tlie 
time-accurate solutions predicted tlie experimental data 
as well as or better tlian the "quasi-steady" solution in 
most cases. The exception to tliis would be at tlie axial 
station located five inches from tlie injector, where it 
seemed the "quasi-steady" results better matched tlie 
data. However, tliis is likely due to tlie fact tliat tlie 
converging section of the chainber, present in tlie 
experiment, had been neglected in tlie computation to 
facilitate tlie convergence rate. Tlius, tlie flow pattern 
would likely be altered in the simulation from tliat in 
tlie actual engine. 

Differences in tlie overall flame structure were also 
seen between the two sets of computations. A very thin 
flame tliat does not meet at tlie centerline appeared in 
tlie "quasi-steady" solution whereas a much tliicker 
flame was apparent in the averaged-time accurate 
results. This was due to tlie fact tliat tlie flame 
fluctuated as it biunied, thus increasing tlie tliickness of 
the averaged flame position. A steady solution can not 
capture tliis phenomenon because the steady flow 
equations have a built-in assmnption tliat tliere are no 
fluctuations of the flow quantities within tlie flow. 
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Figure 1. OH concentration contours from (a) instantaneous, 
(b) averaged time-accurate, and (c) "quasi-steady" solutions. 
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Figure 2. (a) OH concentration contours and 
(b) stream traces in the vicinity of the flame 
attachment point at the tip of the injectors. 
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Figure 3. Hydrogen mole fraction profiles at 
(a) 1 in., (b) 2 in., and (c) 5 in. downstream of 
injectors. 
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Figure 4. Oxygen mole fraction profiles at (a) 
1 in., (b) 2 in., and (c) 5 in. downstream of 
injectors. 
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Figure 5. Mean axial velocity profiles at (a) 
1 in., (b) 2 in., and (c) 5 in. downstream of 
injectors. 
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Figure 6. RMS velocity profiles at (a) 1 in., (b) 
2 in., and (c) 5 in. downstream of injectors. 
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